
Journal of Nuclear Materials 363–365 (2007) 728–732

www.elsevier.com/locate/jnucmat
Examination of the velocity time-delay-estimation technique
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Abstract

The one-dimensional time-delay-estimation (TDE) velocity technique infers the velocity of plasma fluctuations using
cross-correlations between two spatially separated signals, and here this technique is evaluated using experimental results
and numerical simulations. Probe arrays and a fast-framing imaging camera are used to measure the azimuthal fluctuation
propagation speed in a cylindrical magnetized plasma device. The time-averaged TDE velocity field obtained in this way is
found to be approximately 30% larger than Mach probe measurements of the plasma fluid velocity, suggesting that the
TDE method infers the plasma E · B velocity and presumably a diamagnetic flow. The TDE technique is also applied
to turbulent simulation data with known velocity fields. The results show that for the TDE parameters chosen here, the
TDE technique can be used to infer the large-scale, slowly varying velocity, but that small scale or turbulent velocity fields
cannot be reliably inferred.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Measurements of both the time-averaged and
turbulent plasma velocity fields are desirable to val-
idate theories and simulations of edge plasma turbu-
lence, edge plasma flows, material migration, and
plasma surface interactions. Several schemes for
inferring the plasma velocity field from time-
resolved imaging diagnostics have recently been
proposed [1–3]. The simplest of these schemes is
based on the cross-correlation analysis of two spa-
tially separated fluctuation measurements, and we
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denote this technique as the velocity time-delay-esti-
mation (TDE).

The TDE method has a rich history in neutral
fluids [4]. In recent work the TDE method is applied
to density fluctuation measurements obtained with
beam emission spectroscopy [5], showing the exis-
tence of geodesic acoustic modes [6] (GAMs), which
are finite frequency zonal flows [7] and are believed
to be a major player in edge turbulence in DIII-D
and other machines such as ASDEX Upgrade,
JFT-2M, and the CHS stellarator. The TDE tech-
nique is being pursued as a way to infer the turbu-
lent velocity associated with turbulent fluxes at
locations inside the separatrix [5,8]. Caution should
be used, however, when applying the results of the
TDE algorithm to quantify the actual advection of
.
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particles (which is due only to guiding center drifts
such as E · B flow). The fluctuations generally can-
not be treated as passive tracers in a background
advecting flow, because diamagnetic effects can gen-
erate a phase velocity relative to the guiding center
velocity [9].

In this paper, we focus on steady flows in the
experiments, and compare the 1D TDE scheme
applied to probes and imaging data. Both the
probes and the fast-framing imaging yield similar
TDE velocity profiles, opening the possibility of
using images to infer the velocity field in regions
where probes cannot be used. The TDE measure-
ment is then compared to Mach probe measure-
ments of the ion fluid velocity. We use simulations
to further understand how the TDE technique
relates to E · B drifts and diamagnetic effects.

2. TDE method

Fluctuations (density, potential, or image inten-
sity) are sampled at rate 1/Dt, and the time lag sp

is calculated between the two spatially separated sig-
nals based on the peak of the cross correlation
RDxðsÞ ¼ 1

T

R tþT=2

t�T=2
dt0n x; t0ð Þnðxþ Dx; t0 þ sÞ, where n

is the measured signal and T is the duration over
which each cross correlation is calculated. From
the peak time lag and known separation distance
Dx, the TDE velocity is calculated as VTDE = Dx/
sp. By moving the time window T and repeating
the calculation, an ensemble of different realizations
is used in calculating VTDE, thus reducing the error.
Denoting the total number of time windows as N,
the TDE velocity can be obtained by finding the
mean velocity from N time windows, allowing a
measure of the statistical variation in VTDE. Alter-
natively, the N correlation functions from all time
windows can be averaged, and the mean velocity
found from the peak of the average correlation
function. We have tested both methods and they
yield similar results; in the data presented here, we
use the method that allows error bars to be calcu-
lated from the statistical variation.

The range of velocities that the TDE method can
reliably infer is limited by the fact that the signals
are discretely sampled over a finite time window.
If we denote the length of the time window under
consideration as T, then there is a maximum lag
that can be inferred, smax = T/2, which in turn spec-
ifies a minimum velocity magnitude Vmin = Dx/smax

that can be inferred. Discrete sampling implies that
there is a maximum velocity magnitude that can be
inferred, Vmax = Dx/Dt, such that fluctuations do
not move a distance Dx in a time faster than Dt.
Note that interpolation can be used to reduce the
size of Dt significantly below the sampling period.
In addition, the timescale sdecor for the turbulence
to decorrelate must be longer than the time window
T so that the flow is approximately steady within T,
because the TDE method relies on the Taylor fro-
zen-flow hypothesis. Therefore, the range of infer-
able velocity magnitudes is bounded, with the
range given by

2
Dx

sdecor

< 2
Dx
T
< Vj j < Dx

Dt
: ð1Þ

In Ref. [3], the TDE method was applied to test sig-
nals with known velocity fields in the presence of
noise, showing that the TDE method reliably infers
the mean velocity with magnitude greater than or
equal to 0.2 Dx/Dt with signal to noise ratios larger
than 10, and reliably infers time-dependent flows if
the flow varies sufficiently slowly (f < 2/T).
3. Experimental set-up and results

The experiments are performed with the Con-
trolled Shear De-correlation Experiment (CSDX)
plasma device, which uses an azimuthally symmetric
half-wavelength helicon antenna operating at
13.56 MHz with 1500 W of power (less than 20 W
is reflected), with an Argon gas pressure of
3.0 mTorr. The plasma source radius is approxi-
mately 4.5 cm and is connected to a downstream
cylindrical chamber of 10 cm radius and approxi-
mately 3 m length which is immersed in a solenoidal
magnetic field of 1 kG (directed from the down-
stream end of the chamber toward the source).
The field lines terminate on insulating surfaces in
the plasma source and on the downstream end the
field lines terminate on an insulating vacuum win-
dow, through which an axial view of the plasma col-
umn is recorded with a fast-framing camera. All of
the probe data shown here are obtained at a dis-
tance 75 cm downstream from the exit plane of the
plasma source, sampled at 1 MHz with azimuthal
probe separation Dx = 0.5 cm. At 1 kG, the ion
cyclotron frequency for Argon fci = Xci/2p =
38 kHz, the sound speed Cs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
T e=Mi

p
¼ 2:7�

105 cm/s (using Te = 3.0 eV), and ion-sound gyrora-
dius qs = Cs/Xci = 1.1 cm; the density scale length
(in the region of strongest gradient) Ln = (dlnn0/
dx)�1 � 3 cm. A more detailed description of the
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plasma source and fluctuation characteristics can be
found in the literature [10–13].

A four tip Mach probe is used to measure the
plasma flow velocity, in both the parallel and per-
pendicular directions with respect to the axial mag-
netic field. The measurement is based on taking the
ratio RM of ion saturation currents from two 180�
opposed probes. By rotating the Mach probe, RM

is measured as a function of the angle h between
the line connecting opposing probes and B. Follow-
ing recent work by Shikama et al. [14], we then fit
the data with a function of the form RM ¼
exp K sin Da=Da Mpar cos hþMperp sin h

� �� �
, where

Da is the acceptance angle of each probe tip, Mpar

and Mperp are used as fitting parameters, and we
use Hutchinson’s model of ion collection [15] with
K = 1.34. Mach probe results have been previously
checked against spectroscopic Doppler shift mea-
surements [16], and against PIC simulations [17].

Fig. 1 shows the TDE velocity obtained from
probes and fast-framing imaging, compared with
the azimuthal fluid velocity measured with the
Mach probe. Here, the Mach probe velocity vM =
Cs(r)Mperp includes radial variation of Cs due to
Te(r). Applying the TDE algorithm to the probe
data yields a velocity profile shown by the red
points. Images of the plasma viewed along an axial
line-of-sight are obtained with a Phantom v.7.1 fast-
framing camera, using a frame rate of 67 kHz and
spatial resolution of 64 · 64 pixels. We apply the
TDE technique to 1500 frames of broadband emis-
sion intensity recorded by two pixels that image two
azimuthally-separated locations in the plasma. The
results demonstrate that the TDE technique applied
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Fig. 1. The velocity measured using the two-point correlation
TDE technique from both probes and fast-framing imaging,
compared to the ion fluid velocity measured with a Mach probe.
to imaging data agrees with the TDE velocity
obtained from probes. We also observe that the
TDE velocity is approximately 30% larger than
the ion fluid velocity measured by the Mach probe.
The results suggest that the fluctuations are
advected by the plasma E · B flow and have an
inherent phase velocity v/, which is presumably
given by the dominant drift mode plasma-frame
phase velocity driven by diamagnetic effects.

4. Simulation and results

We can quantify the significance of the diamag-
netic contribution to the TDE velocity using results
from drift turbulence simulations with known
advecting velocities and known pressure gradients,
that is, with known E · B and drift wave phase
velocities. Using a modified Hasagawa–Wakatani
model [18] to describe a simple drift-wave system,
we have applied the TDE technique to fluctuations
that naturally result from the turbulent simulation.
The equations used in the simulation are given by

dn
dt
þ ~V x

dn0

dx
þ xjjðn� /Þ ¼ Dr2

?n; ð2Þ

dr2
?/

dt
þ xjjðn� /Þ ¼ lr4

?/; ð3Þ

where the tilde denotes fluctuating quantities, the
mixing-length normalized fluctuating density
and potential are given by n ¼ ðLn=qsÞð~n=n0Þ and
/ ¼ ðLn=qsÞðe~/=T eÞ, l is the normalized ion viscos-
ity, the time scales have been normalized by Cs/Ln,
and the spatial scales have been normalized by qs.
The ‘adiabatic parameter’ xjj � k2

jjv
2
the
=te quantifies

the degree to which the Boltzmann relation
ne ¼ n0 exp �e/tot=kBT eð Þ is maintained via parallel
electron dynamics (where vthe is the electron thermal
speed and te is the electron collision frequency).
Here, the total derivative includes advection by the
turbulent velocity ~V ¼ �r

*

/� ẑ, and advection
by an externally imposed mean flow V0:

df
dt
¼ of

ot
þ eV � r* f þ V 0 of

oy
; ð4Þ

where the modification to the original Hasegawa–
Wakatani model is the addition of the second advec-
tion term V0oyf. This slowly varying flow is given by
V 0

yðx; tÞ ¼ U 0 sinðkxxÞ 1þ 0:5 cosðxV tÞ½ �, which is a
shear flow in the y direction with steady and slowly
oscillating components. This velocity field is in-
tended to represent the advection of small-scale tur-
bulent density fluctuations due to GAMs (the slowly
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varying component of V 0
y ) and other large-scale

shear flows which are important components of
drift-wave turbulence in tokamaks [7]. The scale of
the externally imposed shear flow is large, and is
equal to the radial box size Lx = Ly = 64 qs such
that kx = 2p/Lx; and the flow frequency is xV =
2pCs/10Ln.

The simulations are performed in a two-dimen-
sional periodic box with 256 points used in each
direction. The external flow parameter U0 is set to
2.5, giving a strength of V 0

y significantly stronger
than the turbulent flow, but not so strong as to com-
pletely overpower the turbulence (RMS V 0

y ¼ 3
2
ffiffi
2
p

U 0 sinðkxxÞ � 2:7 sinðkxxÞ, RMS ~V y ¼ 0:72Þ. A snap-
shot of the turbulent density field is given in
Fig. 2(a). The TDE technique was applied to the
Fig. 2. Snapshots from the simulation of (a) the density fluctuations, (b
The large-scale features are captured by the TDE method; however, th
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Fig. 3. (a) Comparison of the time and flux-averaged poloidal velocity
(dashed red). (b) The difference between VTDE � Vsim is surprisingly
externally imposed flow propagates in the same direction as the electron
different behavior. (For interpretation of color in Fig. 3, the reader is r
density field at all radial and poloidal positions
using an interpolation factor of 10 and poloidal sep-
aration of 1 qs (well within the poloidal correlation
length which is 5–6 qs for all fluctuating quantities).

Snapshots of the inferred and actual poloidal
velocity field are presented in Fig. 2(b) and (c). In
general, the macroscopic (large-scale, slowly vary-
ing) components of the velocity are well inferred
in the regions where there is a significant mean
velocity, but the technique does not accurately infer
the small-scale components of the flow, or the flow
as a whole in regions of small mean flow.

To further analyze the TDE method, the inferred
and actual mean poloidal flows are shown in
Fig. 3(a). The black curve represents the time and
flux-averaged total poloidal flow Vsim from the
) the actual velocity field and (c) the TDE-inferred velocity field.
e small scale structures are lost.
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from the simulation (solid black) with the TDE-inferred velocity
close to the total diamagnetic velocity in the region where the
diamagnetic velocity. The counter-propagating region shows quite
eferred to the web version of this article.)
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simulation, and the red dashed curve is the TDE-
measured velocity VTDE. There is general agree-
ment, but a small offset is seen which is dominant
in the region x > 32 qs. Fig. 3(b) shows that in this
region, where the mean flow is propagating in the
electron diamagnetic direction, the offset between
VTDE and Vsim is given by the ‘total’ diamagnetic
velocity V tot

�e . Thus, for the co-propagating case,
the TDE method infers the sum of the E · B veloc-
ity and the total diamagnetic velocity, defined as

V tot
�e � �

qsCs

ntoth i
d ntoth i

dx
� � qsCs

n0

dn0

dx
þ d ~nh i

dx

� �

¼ V �e 1� d nh i
dx

� �
; ð5Þ

where dhni/dx represents the normalized fluctuating
density gradient, and the brackets refer to an aver-
age over flux surface (i.e. average over y) and time.
The total diamagnetic velocity consists of the
standard diamagnetic velocity V*e � � qsCs/Ln, plus
a term that results from the turbulent fluctuations
modifying the background density gradient. In
regions where the mean flow is opposed to the elec-
tron diamagnetic direction (x < 32 qs), the agree-
ment between V tot

�e and VTDE � Vsim is poor;
however, the fluctuations are in phase with each
other. We currently do not have an understanding
for the discrepancy in the counter-propagating
region, which will be the subject of future work.
5. Discussion and conclusions

The TDE technique applied to fluctuations mea-
sured with probes and applied to emission data
from fast-framing imaging yield velocity profiles
that are in good agreement. Based on the experi-
ments and simulations presented here, we believe
that the TDE-measured fluctuation phase velocity
in the lab frame is given by the E · B drift velocity
plus any plasma-frame phase velocity (caused by
diamagnetic effects). Thus, there are limitations in
using the TDE technique to study particle transport,
because the diamagnetic velocity component that is
measured by the TDE method does not contribute
to particle advection, which is caused by guiding
center drifts. In addition, particle fluxes are driven
by turbulent velocity fields, and correlation-based
algorithms such as TDE fail to infer rapidly varying
(f > 2/T) flows with velocities smaller than 2Dx/T.
The TDE technique can, however, be used to infer
large-scale, slowly varying velocities, such as the
equilibrium and slowly varying E · B flow within
a flux surface in the scrape-off-layer of tokamaks.
In the case of diamagnetic flow directed opposite
to the E · B flow, the nonlinear dynamics are differ-
ent from the co-propagating case, and further work
is needed to understand the TDE results in the
counter-propagating regions.
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